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ABSTRACT

Air pollution is still a big threat to human health particularly
for developing countries. It is highly demanding to measure
air quality with daily-used devices such as smartphones. On
the other hand, it is difficult to estimate the scene depth under
the foul weather using traditional vision-based methods. This
paper proposes an image-based method for PM2.5 estimation
by capturing a single image. We extract high-level features
based on convolutional neural network (CNN) and learn the
mapping between the features and PM2.5 by support vector
regression (SVR). Given a captured image, we can estimate
the PM2.5 value in real time. With the estimated PM2.5, we
can estimate the depth of scene using sparse prior and non-
local bilateral kernel. Experimental results demonstrate that
the proposed method achieves the same accuracy of PM2.5
estimation as commodity measurement devices, and estimates
the accurate depth information that is even better than the
“ground-truth” captured by a laser in the no-haze condition.

Index Terms— PM2.5, convolutional neural network (C-
NN), support vector regression (SVR), depth estimation

1. INTRODUCTION

With the development of industry, the air quality deteri-
orates day by day, especially in developing countries. Sus-
pended particles in the air seriously affect our respiratory sys-
tem, where PM2.5 (particle pollution matter with a diameter
less than 2.5 micrometers) is an important measurement of air
pollution indicators. PM2.5 refers to the air in the air aerody-
namic equivalent diameter of less than or equal to 2.5 micron
particles. It can suspend in the air for a long time, and the
higher its concentration in the air content, the more serious
air pollution is.

Existing methods [18, 16] measure the PM2.5 via special
devices, such as Hanvon M1. However, it is not convenient
for people to carry a special device everywhere and the price
is a little high. It is highly demanding to measure air quality
with daily-used devices such as smartphones.

Another difficulty under foul weather is to estimate the
scene depth using vision-based methods. Estimating the
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Fig. 1: PM2.5 estimation and depth estimation results: (a) a
captured image under foul weather, (b) the recovered depth by
our method with the estimated PM2.5 value (209.507 1g/m?),
(c) the recovered depth by method [7] and (d) the recovered
depth by “hourglass” network [4].

depth of natural landscape from RGB images, even from a
single monocular image, is a challenging task for computer
vision. The image or video captured by a camera only partial-
ly records the real-world color projection on the 2D plane and
does not directly reflect the 3D structure of the actual scene.
Therefore, it is difficult for a computer to automatically and
accurately comprehend the actual complicated scene from a
photograph, thus hindering the application of the image and
video information. Most traditional methods of depth estima-
tion from a single image rely on markov random field (MRF)
[14, 8]. With the development of deep learning, some meth-
ods use convolutional neural network to compute the depth
information [9]. However, under foul weather, it becomes
even more challenging since the image features in the cap-
tured image would be less distinguishable for vision-based
depth inference.

In this paper, we propose a fast image-based method to
estimate PM2.5 from a single captured image by daily-used
devices such as smartphones. To our best knowledge, this is
the first image-based method instead of any chemical or phys-
ical approach. With the estimated PM2.5, we also propose
a depth estimation method with sparse prior and non-local
bilateral kernel. Experimental results show that our method
achieves fast and accurate estimation of PM2.5, and generates
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best depth estimation results compared with the state-of-the-
art methods, even better than the “ground-truth” captured by
a laser in the no-haze condition. Fig. 1 illustrates the depth
estimation results under foul weather. Our code and dataset
will be publicly available on the project website .

2. THE PROPOSED METHOD

We first propose a PM2.5 estimation method from a single
image, which uses a convolutional neural network to extract
haze-relevant features and SVR to learn the mapping between
the feature and PM2.5. Further, using the estimated PM2.5,
we recover the absolute depth through the atmospheric scat-
tering model.

2.1. PM2.5 Estimation
2.1.1. Database

We capture 1575 images under various weather conditions
using IphoneSs and measure the corresponding PM2.5 values
using Hanvon M1. The images include normal natural im-
ages and sky images. Some captured images in our database
together with the corresponding ground-truth PM2.5 values
are given in our demo video !.

2.1.2. Feature Extraction

We extract high-level features from an image using the
VGG network [15] which is composed of convolution layers,
pooling layers, full connection layers. Specifically, we resize
the images into the size of 227 x 227 and then input them
into the VGG network. After a series of layers, we extract a
4096-dimensional feature map from the fc7 layer.

2.1.3. Prediction

We learn the mapping f between the features and PM2.5
by the following support vector regression (SVR):
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where z; is a feature of the i*" image, y; is the ground-truth
PM2.5 value of the it image, w is the normal vector that de-
termines the direction of the hyperplane, b is the displacemen-
t which determines the distance between the hyperplane and
the origin, and c is a regularization constant. For m training
samples, £(z)¢ is an e—insensitive loss function.

Uhttp://cs.tju.edu.cn/faculty/likun/projects/PM2.5

2.2. Depth Estimation

The formation of an image is usually described as [10]:
I(z) = J(z)t(z) + A[l — t(z)], )

where [ is the observed image which is photographed by user-
s, J is true radiance of natural scene, A is the global atmo-
spheric light composition, and ¢ is the medium transmission.
In general, the farther away from the camera, the thicker the
haze, the more serious the impact of the object’s reflected
light by the suspended particles, the greater the proportion of
global light to participate in imaging, resulting in the region
with high brightness, texture blur and other features. Besides,
the medium transmission map ¢(x) describes the light portion
that is not scattered and reaches the camera. By this prior, the
depth of scene d(x) can be estimated using the transmission
map t(x) and atmospheric scattering coefficient S:

d(x) = . Int(z). 3)
B
We propose a new transmission optimization method with
sparse prior and non-local bilateral kernel by initializing us-
ing a dark channel method [5]. Specifically, we optimize the
transmission map by minimizing the following function:
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where ) is a penalization parameter balancing the importance
between data term and smoothness term, o () is the standard
deviation of #(z), || - || represents the ¢; norm, N (z) is the
neighborhood of pixel z, and o, is a pairwise weight be-

tween pixel x and pixel y, which is defined as follows:
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where 1 controls the decay rate of the exponential function,
‘P, denotes an operator that extracts a w X w (3 x 3) patch
centered at x, o represents the element-wise multiplication.
The bilateral filter kernel B, is defined in the extracted w x w
patch:
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where )5 and 93 are parameters of the bilateral kernel to ad-
just the importance of the spatial distance and intensity dif-
ference, respectively. In the equation, the distance of local
patches and the similarity between the pixel x and every pixel
y in the neighborhood of = are evaluated. 11, 92 and ¥3 are
3.0483, 1000 and 0.2 respectively in our experiment part.
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Image Number 1 2 3 4 5 6 7 8 9 10 11 MAD
Linear 20.58 8.46 108.47 | 182.21 | 181.41 | 198.02 | 198.39 | 210.76 | 228.52 | 252.25 | 273.85 | 5.88
Polynomial 221.82 | 22090 | 221.48 | 220.54 | 220.64 | 221.62 | 220.52 | 220.99 | 221.61 | 222.62 | 223.36 | 69.70
RBF 195.88 | 186.21 | 190.37 | 213.29 | 214.38 | 216.70 | 216.66 | 218.52 | 219.08 | 223.55 | 226.17 | 59.00
Ground Truth 6.40 16.75 | 102.76 | 178.06 | 185.81 | 191.19 | 201.13 | 217.90 | 228.66 | 256.46 | 280.70

Table 1: PM2.5 estimation result (u1g/m?) with different kernel functions.

We use /1 norm to model the piecewise smoothness of the
transmission map and use non-local prior weighted by a bilat-
eral kernel on a larger neighborhood to fully exploit structural
correlation. Through this method, the optimized transmission
map is accurate without loss of smoothness.

In order to compute the (3, we generate synthetic hazy im-
ages by adding artificial haze to the haze-free RGB images in
the 3D video dataset [17], and then estimate the PM2.5 value
for each synthetic hazy image by the proposed method. First
of all, we manually set 5 and A, so we get the medium trans-
mission ¢(x). Meanwhile, clear images can be easily synthe-
sized haze through the Equ.2. At this time, £ which we have
set is the ground truth. Therefore, we learn the relationship
between PM2.5 and (3 by synthetic experiment. Through a
lot of statistical experiments, we find that the relationship be-
tween PM2.5 and /3 is linear as shown in Fig. 2. When PM2.5
is higher, 3 becomes larger so that the image is blurred. The
relationship between PM2.5 and S is fitted by least squares
method:

B = |aPM2.5 + b|, @)

where a and b are the parameters. The learnt values of a and
b are 0.02864 and -3.411, respectively.
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Fig. 2: Relationship between PM2.5 and S3.

By this way, the depth map of scene can be estimated us-
ing Eq. (3) with the estimated ¢(x) and S.

3. EXPERIMENTAL RESULTS

3.1. PM2.5 Estimation Results

We choose 1545 hazy images with different PM2.5 values
as a training set, and 30 images as a validation set. We extrac-
t high-level features from an image using VGG-19 [15] via
Caffe[6] which provides multimedia scientists and practition-
ers with a clean and modifiable framework for state-of-the-art
deep learning algorithms and a collection of reference mod-
els. Then, the feature maps are trained by SVR by LIBSVM

library [2]. Three kernel functions are tested: linear kernel
function, polynomial kernel function, and Radial basis func-
tion (RBF). Table. 1 shows the PM2.5 results for randomly
selected 11 images from the validation set, compared with
ground truth measured by Hanvon M1. The mean absolute
differences (MAD) is also reported in the table. Since the
estimation accuracy could be significantly affected by the s-
election of kernel functions in SVR, we compare the results
of three kernel functions, and the linear kernel function pro-
vides the far better estimation accuracy than the polynomial
kernel function and the radial basis function (RBF). This sug-
gests that the VGG network generates high quality features
which are distinguishable in the feature space. Overall, our
method provides quite promising prediction results particu-
larly for high PM2.5 conditions.

3.2. Depth Estimation Results

In this section, we evaluate the proposed depth estima-
tion method on both synthetic dataset (Section 3.2.1) and re-
al dataset (Section 3.2.2). The synthetic dataset is generat-
ed by adding different haze to the NYU-Depth v2 dataset
[11] and the real dataset includes the public Make3D dataset
[12, 13] and the images captured by users. We use following
commonly-used measurements for quantitative evaluation:

gt _ jest
ldy —d, 1.

e Relative error (Rel): % Zp i
P

e Root mean squared error (RMSE):

2
VIS, @ s

e log, error (log10): >, logodd" —logods|;

where d9' and d¢*" are the ground-truth depth and the esti-
mated depth at pixel p, respectively. T is the total number of
pixels of the image.

3.2.1. Results on Synthetic Dataset

We generate synthetic dataset by artificially adding haze
on the haze-free images in NYU-Depth v2 dataset [11]. The
NYU-Depth v2 dataset contains video sequences of various
indoor scenes recorded by both the RGB and depth cameras
of Microsoft Kinect. The synthetic hazy images are generated
using the haze-free color images and its corresponding depth
maps according to Eq.(2).
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Fig. 3: Depth estimation results on (a) NYU synthetic dataset by methods (c) Chen et al. [4], (d) Karsch et al. [7], (e) He et al.
[5], (f) Berman et al. [1], (g) Chen et al. [3] and (h) ours, compared with (b) ground truth. The PM2.5 value estimated by our
method is 208.402 pg/m3.
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Fig. 4: Depth estimation results on (a) Make3D dataset by methods (c) Chen et al. [4], (d) Karsch et al. [7], (e) He et al. [5], (f)
Berman et al. [1], (g) Chen et al. [3] and (h) ours, compared with (b) ground truth. The PM2.5 value estimated by our method
is 83.443 pg/m3.
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Fig. 5: Depth estimation results on (a) real images by methods (b) Chen et al. [4], (c) Karsch et al. [7], (d) He et al. [5], (e)
Berman et al. [1], (f) Chen et al. [3] and (g) ours. From top to bottom, the PM2.5 values estimated by our method are 203.609
pg/m? and 284.328 11g/m3, respectively.

In Table 2, we compare our result with five state-of-the-
art methods. It can be seen that our method obviously outper-
forms other methods with smallest errors, which benefits from
the elegant design of the optimization and the computation of
B to get the absolute depth. Qualitative evaluation is given in
Fig. 3. Our algorithm is fast: it takes 11s for 561 x 427 image
size (including transmission estimation procedure).

Method Rel log10 RMS
Chen et al. [4] 3.6136 | 0.2135 | 0.2656
Karsch ef al. [7] 1.5458 | 0.7160 | 0.5567
He et al. [5] 0.9163 | 0.1918 | 0.245
Berman et al. [1] | 1.4717 | 0.1197 | 0.1515
Chen et al. [3] 0.5426 | 0.0978 | 0.1341
Our Method 0.3308 | 0.0974 | 0.1129

Table 2: Quantitative comparison with state-of-the-art meth-
ods. Lower is better.

3.2.2. Results on Real Datasets

We first evaluate the proposed method on public Make3D
dataset [12, 13], compared with five state-of-the-art methods
in Fig.4. It can be seen that our method generates the best
depth map even better than the ground truth captured by a 3D
laser, especially for the regions marked by color rectangles.
Our algorithm takes 7s for 343 x 458 image size.

We also compare the depth estimation results for real im-
ages downloaded from Internet or captured by a camera in
Fig.5. Our method also shows the best performance for wild
images. Please find more results in our demo video !.

4. CONCLUSIONS

In this paper, we propose an image-based PM2.5 estima-
tion method via deep learning, and also propose a new depth
estimation method using sparse prior and non-local bilateral
kernel. Experimental results show that our method achieves
the same accuracy of PM2.5 estimation as commodity mea-
suring device, and the estimated depth map is accurate, even
better than the “ground-truth” captured by a laser.
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